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ABSTRACT 

The rapid adoption of Artificial Intelligence (AI) and Generative AI (GenAI) across 

industries has led to a surge in AI-driven solutions. However, a sizable proportion of these 

projects fail to deliver on their expected value due to inadequate problem formulation, 

unrealistic expectations, and flawed implementation strategies. This paper presents a critical 

analysis of the necessity to carefully assess the viability of AI solutions before deployment. 

Through case studies spanning diverse applications—including information extraction, 

chatbots, and voice agents—we examine key factors that determine AI project success or 

failure. 

We highlight common pitfalls such as data insufficiency, lack of domain adaptation, 

overreliance on black-box models, and the misalignment of AI capabilities with business 

needs. Drawing from real-world experiences, we provide a structured approach to evaluating 

whether AI is the appropriate solution for a given problem and, if so, how to optimize its 

design, deployment, and lifecycle management. We emphasize the importance of rigorous 

feasibility assessments, stakeholder alignment, and iterative model improvement to ensure AI 

solutions remain effective and sustainable. 

By synthesizing insights from multiple domains, this paper provides actionable guidelines for 

businesses, researchers, practitioners, and decision-makers aiming to maximize the success 

rate of AI initiatives. The findings underscore the need for a pragmatic, evidence-driven 

approach to AI adoption, moving beyond the hype to build robust, value-driven solutions. 

Keywords: AI project failure, Generative AI, feasibility assessment, information extraction, 

chatbots, voice agents, AI deployment strategies. 

INTRODUCTION 

The explosion of Artificial Intelligence (AI) and Generative AI (GenAI) technologies has 

transformed industries, promising unprecedented efficiency, personalization, and scalability. 

From chatbots managing customer service inquiries to complex algorithms guiding medical 

diagnoses, AI's potential seems limitless. Yet, beneath the surface of this technological 

optimism lies a sobering reality: a significant number of AI initiatives fail to meet 

expectations. According to a 2020 report by Gartner, nearly 85% of AI projects fail to deliver 

business value (Gartner, 2020). These failures are not necessarily due to deficiencies in the AI 

models themselves but often stem from misaligned objectives, poor problem formulation, 

insufficient data strategies, or lack of integration with business needs. This paper critically 

explores the underlying causes of AI project failures. 

METHODOLOGY 

Through a combination of published case studies, expert discussions, and our own cross- 

domain experience, we identified a consistent set of underlying patterns and root causes that 

contribute to the failure of AI projects. In this paper, we delve into four key factors that we 

believe will be most beneficial for businesses seeking a pragmatic approach to AI 
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adoption, ensuring their solutions are viable, scalable, and sustainable. In selecting these 

factors, we intentionally focused on causes that affect the entire lifecycle of an AI solution, 

from problem formulation to model refinement, rather than limiting the discussion to a single 

phase. 

1. Problem Formulation and Stakeholder Alignment 

One of the earliest and most critical points of failure in AI projects is poorly defined 

objectives. Often, organizations embark on AI initiatives without clearly identifying the 

underlying business problems or setting realistic expectations. This results in projects that 

either overpromise or fail to provide actionable outcomes. Current technological limitations 

should be taken into consideration while scoping the project. 

Case study: Information Extraction 

Quite a few years ago, we embarked on an ambitious project of automated extraction of 

information from large volumes of patients’ medical records for downstream insurance 

purposes. The project was overly ambitious, and we jumped on the band wagon to leverage 

the state-of-the-art Machine Learning models. Very quickly, we realized that what started as 

a seemingly addressable problem had ballooned into a sequence of complex ML problems. 

For example, identifying whether a given pdf file has medical records or some other patient 

documents, or skipping pages of no interest within a medical record, skipping patients 

records that are not part of the study, not to mention about handwritten and skewed 

document, soon became additional problems to tackle. 

With lingering project deadlines, technical capability exaggeration with unrealistic 

projections, the project did not see light of the day. The project met a fate like that of IBM’s 

Watson for Oncology that was marketed as an AI cancer treatment recommender. Many 

hospitals reported that Watson's suggestions were not aligned with real-world complexities, 

causing them to abandon the system (Strickland, 2019). 

A critical first step is involving cross-functional stakeholders—domain experts, end- users, 

business leaders, and AI practitioners—in collaborative problem formulation sessions. 

Establish measurable success criteria (KPIs) and a clear understanding of how AI integrates 

with existing workflows. 

2. Data Strategy and Domain Adaptation 

AI models, particularly deep learning systems, are highly dependent on large, high- quality 

datasets. A common misstep involves underestimating the need for domain- specific, clean, 

and representative data. Often AI projects are delayed or abandoned due to data being siloed 

across departments, requiring complex permissions, or having inconsistent formats. 

Additionally, models trained on generic datasets often perform poorly when applied to niche 

domains without proper adaptation. 

Case study: Microsoft Tay Chatbot 

Microsoft's chatbot "Tay" is a cautionary tale. Released in 2016, Tay was designed to engage 

in casual conversations on Twitter. However, within hours, it began generating offensive 

content, mimicking the behavior of malicious users (Rosenberg, 2016). The root cause was a 

lack of robust filtering mechanisms and failure to account for adversarial behavior in social 

media environments. 

Organizations should invest time in assessing data sources, ensuring data diversity and ethical 

considerations. Scarcity or sensitivity of real-world data should be addressed through 

synthetic data generation with techniques such as generative adversarial networks (GANs) to 
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augment and maintain statistical properties of the datasets. Often, I have experienced that AI 

enthusiasts jump to build solutions, due to time crunch, without giving data strategy its due. 

In general, successful teams spend anywhere between 30% to 50% of their time in data 

management and data strategy. For success in deploying models in different environments, 

techniques such as transfer learning and domain adaptation should be utilized. 

3. Model Interpretability 

Another critical factor in AI failures is the overreliance on black-box models. While high- 

performance models like deep neural networks often achieve impressive metrics, their lack of 

interpretability can hinder trust and usability in sensitive sectors such as healthcare, finance, 

and legal services. 

Case study: Customer Onboarding and Screening 

At a startup, we worked on problems of profile matching, an important problem for financial 

institutions that screen customers before onboarding for risk assessment and regulatory 

compliance. Given a profile, our goal was to find matching profiles out of millions stored in 

our database. Each profile captured a spectrum of information, including name, address, date 

of birth, identities, affiliations, media coverages, etc. We built a very sophisticated NLP 

pipeline that would spit a risk score. However, the black box nature of the score did not seem 

to go well with the client. As a remedy, we added evidence of matching hits as part of the 

proof of work along with the risk score, so that humans can better comprehend the NLP 

scoring. Fortunately, we could prevent our algorithm from bumping into the same fate as 

COMPAS Recidivism Algorithm. The COMPAS algorithm, used to predict recidivism risk in 

U.S. courts, has been criticized for exhibiting racial biases and lacking transparency regarding 

its decision-making process (Angwin et al., 2016). 

In general, organizations should balance the trade-off between model accuracy with 

interpretability. "AI Guardrails" that set boundaries on AI system behavior must be 

implemented. Techniques such as SHAP (SHapley Additive exPlanations) or LIME (Local 

Interpretable Model-agnostic Explanations) should be used to demystify model decisions. 

Other guardrails such as adversarial testing, confidence thresholds, fail-safe mechanisms, also 

ensure that confidence in the AI system is maintained. Often, simpler models may be 

preferred when explainability is of paramount importance. 

4. Lifecycle Management and Continuous Improvement 

AI solutions are often treated as one-off projects, like the traditional software solutions, 

without consideration for their ongoing maintenance. However, model drift, changes in input 

data distribution, and evolving business needs necessitate continuous monitoring and 

retraining. 

Case study: Zillow’s Zestimate Algorithm 

In 2021, Zillow shut down its house-flipping division, attributing significant losses to 

overreliance on its home price prediction algorithm, "Zestimate." Analysts pointed out that 

the model failed to account for unexpected market fluctuations and regional variations, 

leading to poor purchasing decisions (Duffy, 2021). 

A robust AI solution must include a feedback loop, incorporating continuous monitoring of 

model performance, periodic retraining, and stakeholder feedback. Organizations must 

consider ModelOps as an extension of DevOps and allocate resources for model lifecycle 

management and governance and establish ethical review boards where applicable. 
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CONCLUSION 

The enthusiasm surrounding AI and GenAI technologies has resulted in rapid 

experimentation and deployment. Yet, as evidenced by real-world failures, the road to 

successful AI solutions is riddled with challenges. This paper has highlighted common pitfalls 

such as poorly defined objectives, insufficient data strategies, black-box model overuse, and 

the neglect of lifecycle management. 

The examples outlined in this paper serve as cautionary tales of how shortsighted approaches 

can lead to costly failures. By contrast, successful AI implementations are characterized by 

careful problem formulation, stakeholder alignment, transparent models, and continuous 

improvement practices. 

To transcend the hype, organizations must adopt a pragmatic, evidence-based approach that 

prioritizes feasibility assessments, ethical considerations, and long-term sustainability. Future 

research should explore developing standardized AI maturity frameworks and ethical 

guidelines to further assist decision-makers in navigating the complex AI landscape. 
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